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We present a wide-baseline image matching approacl
based on e segments. Line segments are clustered into
local groups according to spatial proximity. Each graup is
treated as a feature calleda Line Signature. Sinilar to local
features, line signatures are robust toocciusion, im
ter and viewpoint changes. The descriptor and similarity
measure of line signatures are
work. he feature maching s it arlyrobust aeaist affne
distortion but also @ consideral
changes for non-planar surfaces. Wh

approaches based on existing local features. our et
shows improved results with low-texture scenes. Moreoy
extensive experiments validate that aur method has advan-
sages in matching structured non-planar scenes under large
viewpoint changes and illumination variatic

1. Introduction

Mast wide-baseline image matching methods are based
They usually fail with low-texture
cenes that are common in man-made environments, Fortu-
nately, line segments are often abundant in these situatio
and complex object boundaries can usually be approsi-
mated with sets of line segments. We present an approach
hat can stully maich low-te ure wide-baseline im-
ages hased on line segments. Tt works in a completely u-
calibrated setting with unknown epipolar geometry.
Out Jpprmnh el sers detected line seaments o To-
din satial proximity. Each group is
s estne il s Line Senatre, St o locl

Moreover, their description depends mainly
i the geometric configuration of segments, so they are in-
variani (o illumination. However, different o existing affine
invariant features, we ¢annot assume afine distortion insi
each feature area since neighboring line segments an

ten not coplanar. Therefore, it may be more appropriate (0

regard line signatures as sen atutes
are two challenges in constructing robust features

based on ling segment clusiering. The firstis 10 ensure fea-
ture repeatability under unstable line segment detection. In
our approach, this is handled by muli-scale polygonization
and grouping in line segmeit extraction, the clustering cri-
terion considering relative saliency between segments, and
the matching strategy allowing unmatched segments. The
second challenge is 1o design a distinctive feature descriptor
robust 1o large viewpoint changes taking into account that
the segments may not be coplanar and their endpoints are
inaccurate. Our approach describes lin
pairwise mm..md..p‘ between line segmen

larityis measured with a tve-casealgorithmrobust no only
against Llrgr-nﬂl\\r ormation b sl & conside able
range of 3D viewpoint changes for non-planar surfuces

Extensive experiments validate that line signatures are
better than existing local features in matching low textured
images, and non-planar scenes with salient structures under
Lnr!:n:upnmndwwn Moreover, since line s gments and
point features provide complimentary information, we can
Combine them 1o dal with 3 broader range of image:

2. Related Work

Many line matching approact

on their pmmnm orientation and length, and
[14], They are better suited Lo
e e Sl baethe tesco. S st

atry m.ﬂdlmu ndividoal segments and resolve an
biguities by enforcing a um constiaint that adjacent line
matches have similas i by checking the con-
as Left of, right of,
conmeciedngss te [7.17]. These methods require known
epipolar geometry and still cannot handle Large image de-
fornation. Many of then are also computationally expen-
ive for solving mm eraph matching problems [7]. The
approach in [15]s limited to the scenes with dominant ho-
mographies. Some methods rely on intensity [16] or color
21 distribution of pixels on both sides of line segments (o
encrate nitial line se gment matches. They are notrobustto
large illumination changes. Moreover, [16] requires known
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can usually be appro;
We present an approach
ssfully match low-texture wide-baseline im-
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\mw e estre e s Line Signawre, Similar 10 local
features, line signatures are wbust 10 oeclusion and clut-
ter. They are also robust 1o events between the
which s an advaitage over the features based on connected
regions [12]. Moreover, their description depends mainly
i the geometric neiits, S0 they are -
variant toillumination. However, different to existing affine
invariant feaures, we ¢annot assume affine distortion in
each feature area since neighboring line segments are of-
ten not coplanar. Therefore, it may be more appropriate (0

regard line signatires as seni 2
There are two challenges in constructing robust feature:
based on ling segment clusiering. The firstis 10 ensure fea-
ture repeatability under unstable line segment detection. In
our approach, this is handled by muli-scale polygonization
and grouping in line segmeit extraction, the clustering cri-
terion considering relative saliency between segments, and
the matching strategy allowing unmatched segments. The
second challenge is 1o design a distinctive feature descriptor
robust 1o large viewpoint changes taking into account that
fhe segments may not be coplanar and their :ndpnmlh are
inaccurate. Our approach describes line signature s based on
pairwise relationships between line segment: hone s
larity is measured with a two-case algorithmrobust not only
against large affine transformation but also a considerable
range of 3D viewpoint changes for non-planar surfces
Extensive experiments validute that line signutur
better than existing local features in matching low textured
images, and non-planar scenes with salient structures under
large viewpoint changes. Moreover. sinee line se gments and
point features provide complimentary information, we can
combing them to deal with a broader range of i

2. Related Work

Many line matching approaches ma
on their position, orientation and length, and
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global graph matching problems [7]. The
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A row in the descriptor represents the
relative position of a segment with respect
to the choosen one
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\We can directly compare

the relative positions of the surrounding segments
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Find a reference segment

Minimum distances of C from Cj
N ]
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Find a reference segment
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Once minimum distance IS computed,
the selected segment Is taken as reference



Compare descriptors

Given a reference
- Any other segment is uniquely located by its position
- Match the most similar position (SSD)
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Compare descriptors
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Compare descriptors
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Errors




Conclusions

* A new approach for line segment matching has been exploread
* The method does not rely on any gray/color values
* Geometric relationships between images are exploited

» Comparison of simulated and real image is more stable



Future works

Image matching for BIM-aided dead-reckoning navigation
More experiments from different BIM models

Improve the robustness of the reference segment location



Question time

Thank you
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